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Acronym
UAV: Unmanned Aerial Vehicle

GCPs: Ground Control Points
GPS: Global Positioning System
DEM: Digital Elevation Model

TIN:  Triangular Irregular Networks
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Objective

To generate a DEM and Orthomosaic image and visually determine its positional accuracy

Study Area

Olympic village in Munich, Germany
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Figure 1: Study Area

Data Used

e 20 jpg images acquired from UAV
e 8 Ground Control Points acquired with highly accurate GPS
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Methodology

For the entire procedure 30 days trial version of Agisoft Professional was used. The model view of the
software, allowed user to display all the data. On the right to the model view there was catalogue view
named as workspace where user could interact with and manage the data. At the button there was the job
window which | learned that was useful when this software was used as the server or commander for several
online processing versions. The photos for visualizing all the photos and console for keeping a track of the
workflow was next to the job tab at the bottom of the screen.

Load Photos

Figure
2:

Align Photos

Input GCPs
Build Mesh
‘ Marker Placement '—l

‘ Camera Optimization 17

| Build Dense Cloud |

] Build Orthomosaic } rrrrrrrrrrrrr N

Methodology followed

Step 1: Loading images into Agisoft Metashape Professional

All the 20 photos provided were simply added to the software from the workflow tab. These images
were added as point in the model view but initially I couldn’t visualize the points and received the screen

as shown in the figure 2:

Workspace
0 R
Workspace (1 chunks, 20 cameras)
£ Chunk 1 (20 cameras)
Cameras (0/20 aligned)
B DJ1.0001, NA
B 010002, NA
B 0110003, NA
B 0110004, NA
B 0110005, NA
B 0110006, NA
B 0110007, NA
M 0110008, NA
B 010009, NA

B _nionin Na

£ XX Model | Ortho

Perspactive 30° Snap: Ax

Photos

0aB
O O O
= = = : A : : ) 5 3 |

DJI_0001 DJI_0002 DJ1_0003 DJ1_0004 DJI_0005 DJI_0006 D_0007 DJ1_0008 DJI_0009 DJI0010 DJI_0011 DJI_0012

CEEEEE L
o =l i 7 L =i 2y ” {

DJI_0013 DJI_0014 DJI_0015 DJI_0016 DJI_0017 DJI_0018 DJI_0019 DJI_0020

in

i

i)

T

4|Page

Figure 3: Importing photos




Step 2: Aligning photos

I was able to visualize these images as point cloud when alignment was done. In this process each
image was checked for its prominent spots in the image and then checked with the neighboring image to
find those prominent point and finally align the them creating mosaic of images. The point cloud
represented every prominent point that was found in the images. The software is capable to generate the
point by estimating the camera position and the orientation.

- % For the alignment procedure | choose the accuracy to
o medium to maintain efficient processing speed and
accuragy: Medum capability with my device and choose reference
7 | Enerc peeseicction preselection to sequential assuming that images provided
/| Reference ressiection sequentia to us were taken in sequential order and thus it might be a
SO faster way rather than the estimated option.
Advanced
Key point limit: 40,000
Tie point limit: 4,000
Apply masks to: None Figure 4: Allgn phO'[O popup box
Guided image matching
Adaptive camera model fitting
[ ok |

The image shown in the figure 4 is after executing the alignment process.

grk;pace
1wk R
Workspace (1 chunks, 20 cameras)

Cameras (20/20 aligned)
B Diiooo1
B DJi_ooo2
B DIt ooo3
B DJi oooa
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4 Chunk 1 (20 cameras, 19,777 points)

ITX Model ~ Ortho

Perspective 30°
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Figure 5: Aligned Image



And when each image was overlooked, we
could find the prominent points as shown
in the following figure 5:

Figure 6: Prominent Points

Step 3: GCPs input as markers
After the images being aligned the

next step in the methodology was to assign - : — e N

them the real-world coordinates. In the s R A SRR R e g °

reference tab. | unchecked these images to = B @ r =

avoid using photo computed location and QQ*!E_EEVg e PR

so that I could include the GCPs that was

provided to me as .txt file. | observed that S ' =

such procedures are adopted to improve the accuracy as the GCPs will be obtained from highly accurate

GPS devices.

To import GCPs | click on import reference button available at the top left corner of the reference
tab. A window popped up where all the information regarding the reference points had to be set accurately.
I left the coordinate system to WGS84 as these were the GPS coordinates and since GPS collects data in
WGS84; unchecked rotation and accuracy (since Agisoft use same tool to import photo coordinates as well
as GPC, so it might be unnecessary to enable rotation accuracy when importing GCP markers); and with
tab as delimiter, column index was set as label =2, longitude=3, latitude=3 and altitude =5 with a start row
as 2 by comparing the file that | was about to import.

Import CSV p.4

Coordinate System
WGS 84 (EPSG::4326)

Rotation angles: Yaw, Pitch, Roll v
Ignore labels Threshold (m): 0.1
Delimiter Columns
® Tab Label: 2 = Accuracy Rotation Accuracy
icol
Sl Longitude: 3 =([ 8 Yaw: 5 9
Comma
Latitude: 4 +|8 Pitch: & 9
Space
Other: Altitude: 5 -8 Roll: 7 9
Combine consecutive delimiters Enabled flag: 10
First 20 lines preview:
. Label Longitude Latitude Altitude
1 CRS OBJECTID X y z D
2 WGS 84 (EPSG: .. 1 11.55163943 48.17938195 508315 1
3 WGS 84 (EPSG: ... 2 11.55212715 48.17936272 508.116 2
4 WGS 84 (EPSG: .. 3 11.552591 4817878231 508733 3
5 WGS 84 (EPSG: ... 4 11.55309288 48.1792737 508.55 4
6 WGS 84 (EPSG:: ... 5 11.5517709 48.17903607 508.841 5
oK

Figure 7: Import GCPs
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The markers could be monitored from the left in reference pane and in case of not necessary could be
checked or unchecked with the flag icon at the top in the tool bar.

Step 4: Placement of markers

Out of the whole process this step was the most time consuming as it was required to figure out the
GCPs locations based on the reference images provided to us. For each image GCPs were assigned after
identifying the checkpoint on the ground by right clicking at the center of the point and selecting the markers
from the available points.

Reference 1 Model Ortho D)1_0017 X
E BxO

Cameras Longitude Latitude l ‘
00!

.
Markers Longitude Latitude
~ 11551639 48179382
~2 5
~3 45
~a
~s 1 48.1790 ‘;
6 11,58 7
~7 11.5540 7 fpxs L 2
[ Qo ]
Scale Bars Distance ()~ Accuracy (m) 1 oy & “ A 1 -—
; X 5 1 /] = By
Total Error = = = ] o ' j B
Control scale - . — - - ' i
_ D_0001 DII_0002 DN_0003 DII_0004 D 0005 DI_0006 00007 DJI_0008 DJI_0009 D000 DJI_0011 DJI_0012

Workspace  Reference Photos  Console  Jobs

Cronta markes inctance HO0Y 440V 114%

Figure 8: Assign Markers

After the assignment of marker error values were encountered due to the position of image alignment and
the placement of marker not being in exact location.

Step 5: Optimizing camera alignment

To receive high degree of accuracy marker location on each image were rechecked and placed right
at the center. The same procedure was followed for around all the images where the points could be
visualized and were not blocked by any obstruction. The placement of the points in the images was done in
almost every image by doing filter images by marker that displayed the most possible points in the image.

GCP marker number Image ID
Marker 1 10,11, 12,13, 14 B R
Marker 2 09, 10, 11, 12, 13, 14, 15, 16 General
Marker 3 01, 02, 03, 07, 08, 09, 10, 14, 15, 16 Fit f Fitex, ey
Marker 4 05, 06, 07, 15, 16, 17, 18, 19 Fitk1 Fitp1
Marker 5 01,10, 11,12,13,14 Fitiz Fitp2
Marker 6 17,18, 19, 20 At Fitb
Marker 7 05, 06 R ez
Marker 8 17,18, 19, 20 it settonsl comectons
Advanced
Adaptive camera model! fitting
Once the manual process of placement was done reference was updated Estimate tie point covariance
the camera optimization button was clicked. This process helped in
[ ok |

removing the possible deformation caused due to various factors by
optimizing the estimated point cloud and camera parameters based on the Figure 9: Camera Optimization
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known reference coordinates. In this algorithm estimated point were adjusted with the reference coordinates
and camera parameters minimizing the sum of reprojection error and reference coordinate misalignment

error.

As a result of the entire process an accuracy was 0.062914 m was obtained as a positional error.

Reference 7 XX Model Ortho DI1_0009 X
Cameras Longitude Latitude Altitude (m) Accuracy (m) Error (m) ’;
® DJ1.0001 I . “ /
M 0J1.0002 »
« I
Markers Longitude Latitude Altitude (m) Accuracy (m) Error (m)
Lz 11.553093 48.179274 508.550000 0.005000 0057517
v id2 11.552127 48.179363 508.116000 0.005000 0.063163
J m7 11.554088 48.178455 509.515000 0005000 0.064486
J Mg 11.553753 48.178903 508.998000 0.005000 0072517
J ms 11551771 48.179036 508.841000 0005000 0107895
Total Error
Control ponts
Check points
* Photos
1 ] © O X i BO ak-
Scale Bars Distance (m) Accuracy (m) Error (m)
Total Error ] g = 5- & ! a
Control scale bars ] j j 3’. ; E—i‘. l? —F_
Check'scale hars DJI0009  DJIOO10  DJOOT1  DJOOT2  DJOO13  DJO0O14  DJ.OOTS  DJIOOT6

Figure 10: Accuracy Obtained

Step 6: Building dense point cloud

For the generation of DEM, a dense cloud of points was generated under this workflow. Quality
was defined as medium and depth filtering as Aggressive as the geometry in the images were complex
with numerous small details.

[Note: Dense point cloud generation is based on depth maps calculated using dense stereo
matching. Depth maps are calculated for the overlapping image pairs considering their relative exterior and
interior orientation parameters estimated with bundle adjustment.]

points: 3,485,695

Figure 11: Dense Cloud of Points
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Step 7: Building mesh model

A mesh model of the point is not mandatory for the generation of DEM or Orthomosaic Image but
to visualize the output obtained from the mesh model created with dense cloud, the algorithm was run.
Mesh model is connected points usually represented with TIN. So, it’s a polygon representing closed 3D
model

faces: 697,117 vertices: 349,952

Figure 12: Mesh Model Output

Step 9: Building digital elevation model (DEM)

As well-known DEM gives the elevation information
of a location and can be acquired with the help of dense point | 344 PEM X
cloud generated from the UAV images after preprocessing. projection _ o
Type: ® Geographic Planar Cylindrical
Though the spare dense cloud using for the DEM generation is
least accurate method, it was adopted here to avoid the G5 B4 (EPSG::4326) K
processing complexity. In the software Build Dem option can
be chosen from the workflow that pops up a box as shown in
the figure. The environment setting is used as default. —
Source data: Dense doud
Quality:
Interpolation: Enabled (default)
Point classes: Al
Advanced
Region
Setup boundaries: 11.550711 - | 11.554900 X
Figure 13: DEM generation L= gtz =052 i
Resolution (m): 0.15674
Total size (pix): 1087 x 1467
[ ok |

9|Page



538 m I
520 m

502 m

Figure 14: DEM generated

Step 10: Building orthomosaic

Orthomosaic is obtained by orthorectification of the original images | suiornomosaic X
and is generated for better visualization of information. Similar to DEM | _ reser = 0
generation Build Orthomosaic option is available under workflow tool. Here | ...,

Dem was provided as the surface parameter for the generation of Ortho
mosaic and rest were set as default.

Parameters
) R R Surface: DEM -
Figure 15: Orthomosaic generation e a o] Mosaic (defout)

Refine seamlines

+/  Enable hole filling

Enable back-face culling

® Piel size (%): 5.268620-07 x
3.5237e.07 ¥

Max. dimension (pix): 4095

Region

Setup boundaries: - X
| csimote | - v
Total size (pix): x

Figure 16: Orthomosaic
generated
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Step 11: Export DEM, orthomosaic
For the further comparison these models were exported as .tiff files and WGS 84 was taken as the
reference system.

Observation

When the orthomosaic was visualized with created DEM as an elevation surface in the local
scene of ArcGIS pro, it could be observed that the generated ortho image has high positional accuracy.

Figure 17: 3D visualization

Conclusion

Hence with the use of Agisoft Metashape for the aerial images of the Olympic village in Munich a dense
point cloud from your correctly referenced was prepared. With this dense cloud a DEM and Orthomosaic
and was observed that it is positionally accurate by comparing with ArcGIS pro local scene.
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