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MACHINE LEARNING

Early definition of Machine Learning by Arthur Samuel: "Field of Study that gives computer ability to learn without 

being explicitly programmed."

Supervised Learning 
(Task Driven)

Unsupervised Learning

(Data Driven)

Reinforcement Learning

(Learn from errors)

Support Vector 

Machine

Random Forest
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Support Vector Machine
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S - Support refers to the extreme 

values/points in your dataset.

V - Vector refers to the values/points 

in dataset / feature space.

M - Machine refers to the machine 

learning algorithm that focuses on the 

support vectors to classify groups of 

data. This algorithm literally only 

focuses on the extreme points and 

ignores the rest of the data.



Random Forest
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• Random Forest Algorithm is made 

up of a collection of decision trees, 

and each tree in the ensemble is 

comprised of a data sample drawn 

from a training set with 

replacement.

• The trees protect each other from 

their individual errors resulting in 

highly accurate result. 



6Strength and Weakness

Support Vector Machine Random Forest

S t r e n g t h  We a k n e s s S t r e n g t h  We a k n e s s

• Can model complex 

dimensions;

• Less memory space

• Requires lots of processing 

power;

• SVM is not suitable for 

large datasets.

• SVM is not suitable for 

imbalanced datasets.

• Gives good accuracy 

results;

• It has automatic feature 

selection;

• Can handle missing data 

and imbalanced classes.

• It's hard to interpret and 

won't perform well if a bad 

sets of features are given.

• It is slow in generating 

predictions because it has 

multiple decision trees.



A Comparative Case Study on use of SVM and RF 

for Burnt Area  Mapping in Southern Australia 

using Sentinel 2 Imagery
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Imagery: Sentinel 2A

Used as: Training, Validation and 
Testing sets

Date of Acquisition: 2020-01-20
Source: 

https://scihub.copernicus.eu/dhus/#/
home

Imagery: Sentinel 2A
Used as : Inferencing over different area
Date of Acquisition: 2020-01-20
Source: 
https://scihub.copernicus.eu/dhus/#/home

Dataset

https://scihub.copernicus.eu/dhus/#/home
https://scihub.copernicus.eu/dhus/#/home


Dataset 9

Shapefile: Ground Truth
Date of Acquisition: 2020-01-15
Source: https://data.gov.au/data/dataset/201920fy-
bushfire-boundaries

https://data.gov.au/data/dataset/201920fy-bushfire-boundaries


METHODOLOGY 
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Data 
Acquisition 

•2 Sentinel 2A Images 
(RGB, NIR and SWIR)

•Ground Truth

Preprocessing 

Random Point 
Generation 

Data 
Splitting 

•Resampled SWIR

•Layer Stack

•10000 points 
10m apart

•70% Train-set, 
20%Test-set and 
10% Validation-set

SVM

Model Validation and 

Parameter Tuning 

Model Testing 

Model Training 

Burnt Area Mapping

RF

Data Preparation Machine Learning



Parameter Tuning 11

Random Forest with varying n-estimator (1,1001,20)SVM with varying C (1,150,1) & Gamma 



Model Evaluation
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Method Parameters
Overall 

Accuracy
F1 Score Precision Recall 

SVM (Linear) Default 84.59% 0.8271 0.8271 0.8581

SVM (RBF) Default
88.09 % 0.9236 0.9236 0.8196

SVM (RBF) C=1

Gamma= 0.0001 88.34% 0.8637 0.8637 0.8988

Random Forest Default
89.34% 0.9011 0.9011 0.8738

Random Forest n_estimator = 521
89.74 % 0.9087 0.9087 0.8717



Te s t i n g  S V M  a n d  R F  r e s u l t
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SVM (Linear Kernel) SVM (RBF Kernel) SVM (RBF(c=1, gamma=0.0001))

Random Forest Random Forest (n_estimator=521) Reference Imagery 



Te s t i n g  S V M  a n d  R F  r e s u l t  o v e r  d i f f e r e n t  a r e a
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SVM (Linear Kernel)

Reference Imagery Random Forest Random Forest (n_estimator=521) 

SVM (RBF(c=1, gamma=0.0001))SVM (RBF Kernel)



Conclusion

• Each algorithm is different and is tailored based on the data available, the

context of the domain problem, and other external/internal constraints.

• If you want to Classify dataset with extreme values and outliers for classification

problems, SVM algorithm is the way to go.

• If you have fairly balanced dataset and want to perform classification then

Random Forest could be a better solution.

• My model could be better improved by getting more training examples.
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