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Objective

To get familiarize with the Feature details extraction in eCognition trail version.

Dataset Used

e  Quickbird image for a part of Salzburg
e Sample Air-Quality layer

Observations

We know that a feature represents information such as measurements, attached data or values. These
features may relate to specific objects or apply globally and in eCognition, details can be extracted from
the within available features functionality listed in the Feature View window. Here we have tried in utilizing
few of available segmentation methods to extract image object details with the use of several feature-based
functionalities.

Adding images to the project
Available Quickbird image along with the given sample raster of air-quality was loaded in the system.

Figure 1: Adding the layer

RGB band combination along | . . i > %
with the air-quality (here layer5) |finage ayer R
was used as shown in the Figure | bue g
. . . . green o
2 in order to get a visualization of e 5
Figure 1. [Note: Since air quality e .
ayer

was a single sample layer it was
shown as red layer but can be
chosen any.]

Figure 2: Layer mixing
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Performing Chessboard Segmentation

Chesshoard Segmentation is fast segmentation process. It splits the image object into equal square of given
image objects and is thus, preferred to be used for relatively small image objects which have already been
identified.

In the process tree of the project a new rule was set for the segmentation using Chessboard Algorithm
setting the object size to 10 which meant that image object was divided into 10x10 pixels as shown in the
Figure 3.

Edit Process ? X

Name Algorithm Description

Split the pixel domain or an image object domain into square image objects.
[JAutomatic E] o b k] Y gRek]

‘ Segmentation ‘ Algorithm parameters

Algorithm Parameter Value
chessboard segmentation| ~ | Object Size 10 7
Level Name Level_one
Domain Overwrite existing level Yes
[> Thematic Layer usage

‘pixel level v ‘

Parameter Value
Condition —
Map From Parent

Loops & Cycles
Object Size

Loop while something changes only 5
Object Size

Number of cycles ‘1 ~

Ok Cancel Help

Figure 3: Chesshoard Segmentation Algorithm

A simple segmented image as
shown in the Figure 4 was
obtained when the segmentation
was executed.

It was observed that higher the
object size set in the ruleset bigger
will be the pixel size and vice-
versa. Since, this segmentation
process does not consider the
underlying data, so therefore
should be used in more advanced
processes where segmentation is
undertaken in a number of steps
combined with a classification.

Figure  4:Chessboard  Segmentation
output




Observing Feature Values

To understand the feature values for the newly created image objects, mean was selected from the layer
values present under Object Feature in Feature view. It showed that the mean value for the for each band
of the image shown in the map view along with the maximum difference of the stacked image.

2 0.047 chess board: 10 creating 'Level_one’ » Vector features
= = Object features

= Customized
Type

=4 Layer Values
(== Mean

7 Brightness
7 Layer 5
-E Max. diff.
-£= blue

7 green

7 nir

L red

H-= Mode

H-= Quantile

H- = Standard deviation

E
£
£

‘ 1|4 [+ = Skewness

[+-E Pixel-based
E
£
£

H-«» To neighbors
Image Object Information v X H & To super-object
Feature Value £ 7 ToScene )
T Ob [+ * Hue, Saturation, Inf
mage Bhjec F-& Geometry
Layerval...  Mean 0 Position
blue 264.85 -2 Texture
[++¥) Variables
Brightness 232.01 -4 Hierarchy
green 364.53 (8 Thematic attributes
Layer 5 104.36 [ = Object Metadata
= Point Cloud features
Ma. di 1064 = Class-Related features
nir N « Linked Object features
red 180.95 = Scene features

= Process-Related feature
= Region features
= Image Registration featu

Geomelry Extent
Numberof.. 100

T B e [
(5 n R g

Figure 5: Image object related information

Visually two objects were compared based on their mean values as shown in the Figure 6. It is observed
that the pixel with the object boat have higher reflectance than the bridge pixel as shown in the right image.

Image Object Information

Image Object Information

|Feature Value

[ Feature
. Customized

Brightness 34219

Brightness green 464.28
fleen5 Layer 5 63.02

ayer Max diff 0.5284
Max. diff

red 28574

| Geometry Extent

Figure 6: Comparison of objects in Chesshoard Segmentation
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Creating Customized Features

Utilizing the functionality provided by the system to create a new relational or arithmetic feature that can
adapt to our needs based on the situation we have added NDVI feature with the exiting NIR and Red band
using the formula as shown in the Figure 7.

Edit Customized Feature ? X
Arithmetic

Feature name

‘NDW Insert Text w ]
Do not use units Calculation Unit:  No Unit
([Mean nir]-{Mean red])/([Mean nir]+[Mean red])
TR Del ...» Create new Vector object attribute’ A
—}-» Object features
[ * Customized
(®) Deg (ORad [ Jinv P Type
[+ Layer Values
= * Mean
7 3 9 ( ) abs sin -1 Brightness
4 5 6 + - floor cos
1 2 S * I In tan ’
- = Mode
[ = Quantile v
0 ) Pl (P’ e - | . m Qtandard Adoviatinn
(P) g < 5
Feature group
<automatic= Edit

Cancel Apply Help

Figure 7: Creating Customized Feature

With the customized feature we can now extract details based on this feature, in this case we can check the
vegetation index for each pixel.
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[=- = Object features

- = Customized
= Create new 'Arithmetic Fe
* Create new 'Relational F¢
L2 NDVI

Type

& Layer Values

% Geometry

13 Position

Texture

Variables

& Hierarchy

8 Thematic attributes

= Object Metadata

= Point Cloud features

* Main /

2 (e |E" Class-Related features
(- = Linked Object features
[+ = Scene features
Image Object Information Al [ - Process-Related features
EW 1l \,;J * Region features‘
Image Objec \g * Image Registration features
[+ * Metadata
Object fea.. Customized [ = Feature Variables

NDVI 0.014312
LayerVval... Mean
blue 659.91
Brightness 801.95
green 1042.83
Layer 5 84.53
Max_diff 04775

Figure 8: NDVI value for a particular object

When comparing the values for the two objects of the chessboard segmentation, it becomes obvious
that the chessboard segmentation cannot segment or delineate the real ground feature because for
example if we compare the values of the object both above the water, they have very similar values
but they are not classified as same. Furthermore, if there are mixed classes in the chessboard object,
it only shows one value (center value) even though it should have completely different values in each
band. for example, the case of half boat and half water. So, we must select the object size optimal to
segment each feature.

It was studied that Chessboard segmentation maybe useful in the situation when user want to perform
classification within the thematic layer or specific area of interest and not in whole image. | think the
segmentation feature with varying spectral value distributed highly over a large area doesn’t make
much sense. As these objects will be assigned with the same reflectance value which make it useless
to represent meaningful object.

Performing Multiresolution Segmentation

Multiresolution Segmentation is used in creating image objects and is a bottom-up approach that is used in
assembling objects to create large objects. We learned that in this approach a particular object looks around
for its best-fitting neighbor for a potential merge. If the best fitting is not mutual, the best candidate object
become the new object and finds its best partners. When best fitting is mutual, image objects are created,
these loops continue until no further merger is possible.

6|Page



In this process we are | cdepoces 7 x
Name Algorithm Description

al |0W6d tO alter the SC&' e Atomatic B gpiﬂ‘;gz ZE&T{%&?QZﬁ;s(:g;im;f;h locally minimizes the average heterogeneity

param Ete I’S, com paCtneSS ’ \200 [shape:0.3 compct..0.5] creating 'multireso_200" \

smoothness that referred t0 | agoritm

Algorithm parameters

Parameter Value
v venwiite existing level ‘s
shape color of for the s ¥ Love St k
. . omain Level Name multireso_200
object. It was mentioned | "7 o o Nons
. ettings
that scale parameter is the Parameter value b lmage Layer weihts 1101

[> Thematic Layer usage
Condition

homogeneity criterion S mpemton of homogenaity crteron.
regarding the spectral and Compainess s

shape of the object. The
higher the value of scale
parameter, bigger will be T

the object and vice-versa. Number ofcycles [ -

Loops & Cycles

Ok Cancel Help
Figure 9: Multiresolution Segmentation

Here, the air-quality band was assigned with weight 0 to avoid the segmentation being influenced by the
band. A segmented image as shown in Figure 10 was obtained as output of this process.

Figure 10: Multiresolution Segmentation Outcome

Visualizing Feature Value Range

Similar to the Chessboard Segmentation method, two different object’s feature values we studied by double
clicking on them and observing the mean value for each selected object. In this case, left image has boat as
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selected object and right has the river. Here Shape index has also been selected from the Geometry under
Feature View.

Feature Value [Featwe  Value |
NDVI -0.1305 NDVI 03111
Layer Val... Mean Layer Val...  Mean
blue 553.76 blue 26581
Brightness 607.70 Brghtness 22729
green 868.20 green 37034
Layer 5 8y Layer 5 9574
Max. diff 1216
Max diff. 0.7069
nir 94.03
nir 43861 red 17898
red 57022 Geomelry  Extent
Geometry Extent Number of . 45593
Number of 676 Geometry Shape
Geometry Shape Shape index  2.000
Shapeindex 2269 Features /Classification /Class Evalliat

Figure 11: Comparative result from multiresolution

Among the two-segmentation algorithm, | believe that the Multiresolution Segmentation could provide
more likely meaningful objects as it takes into account the compactness and shape of the underlying data.

Now to find out the threshold for the new NDVI feature
when Multiresolution Segmentation is done, to
distinguish between vegetation and non-vegetation areas,
we simply update the range by right clicking on previously
created Customized Arithmetic Feature.
It ranged from -0.311 to 0.7617.

v][031113682 | [« [0.761690565 |

Figure 12: NDVI Range

By switching the object outlines to the
object feature view, computed NDVI is
visualized as based on Multiresolution
Segmentation as shown in Figure 13.

Figure 13: NDVI

Classifications

In order to classify the objects (initially
to two classes: vegetation and water),
two classes were inserted in the Class Hierarchy. In the Process tree, new process was created with assign
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class algorithm maintaining the condition of NDVI >= 0.25 and NDVI<= -0.15 for vegetation and water
respectively.

An output as shown in Figure 14 was received where segmented objects were classified into either
vegetation or water but for the objects whose feature value didn’t satisfy the condition were left unclassified.

= classes
@ vegetation
@ water

with NDVI >= 0.25 at multireso_200: vegetation
with NDVI <= -0.15 at multireso_200: water

Figure 14: Classified Image

Now, making the use of Class-Related Feature under Feature View to create a new Relative Border to class
water feature. Using this to classify boat we use assign class algorithm with a threshold condition that the
relative border to water is equal to 1 (it was set as 1, because the object representing the boat is completely
surrounded by Class water).

Figure 15 gives the Classified image based on Object feature in 3 different classes including boat maintain
the given conditions.
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= classes

- boat

-@ vegetation
L@ water

with NDVI == 0.25 at multireso_200: vegetation
with NDVI <= -0.15 at multireso_200: water
with Rel. border to water = 1 at multireso_200: boat

Figure 15: Boat classified with Relative Border Feature

Further, using the air-quality layer as a prior information to refine our classification, we create sub-classes
of the class vegetation by dividing it into high and low air-quality area. It was followed by similar technique
of assigning the classes with the condition that Mean of Air-Quality layer>=50 and Mean of Air-Quality
layer<50 for high air-quality and low-air quality area respectively. The assigning of these classes was
limited to the vegetation covered area.

= classes
O boat
@ vegetation
—o high_airquality
O low_airquality
- @ water

with NDVI >= 0.25 at multireso_200: vegetation

with NDVI <= -0.15 at multireso_200: water

with Rel. border to water = 1 at multireso_200: boat

vegetation with Mean Layer 5 >= 50 at multireso_200: high_airquality
vegetation with Mean Layer 5 < 50 at multireso_200: low_airquality

Figure 16: Sub-Classified Image
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3 Water Features were identified as classified object for the water class from the Scene Class Related
Feature from Feature View. Similarly, for boat and for vegetation, number of classified features were 1
and 47 respectively.

As we know that when we select the vegetation class to generate the feature, it will summarize the values
from the grouped sub-classes which obtained as: Area of Vegetation Class was 154321px i.e., 5.556
hectare (55555.56 square meter).

Changing Scale Parameters

As a test, a second attempt was done for performing multiresolution segmentation but with smaller scale
parameter, this time 50 and assigning the composition of homogeneity criterion as 50-50 percent. We can
see more dense segmentation as compared to the previously created.

A new feature for the Existence of Super Object is created as a container for two separate air quality classes
so that it can be directly used to address both sub-classes at once. Relations to Super objects features
describe an image object by its relations to other image objects of a given class.

Figure 17: Multiresolution of 50 with vegetation as Superclass

11|Page



The distance of neighbor objects to the parent image object in feature space. If distance is zero, this
refers to image objects that have an exactly same value with the parent in feature space and lie on
the same image object level. If a value is specified, it refers to the distance between an object’s
center of mass and the parent’s center of mass, up to that specified threshold. 1f incase of d=1, it
means that the distance is equal to the standard deviation of all features defining that feature space
cluster. It is calculated using:

i \jz ( v.f(sJ:f(o) ) :

f
d Distance between sample object s and image object o
vs (3) Feature value of sample object for feature f
vf(o) Feature value of image object for feature f
of Standard deviation of the feature values for feature

[Source:
https://docs.ecognition.com/v9.5.0/eCognition_documentation/User%20Guide%20Developer/6%20About%20CIassific
ation.htm ]

Conclusion

Outcome of Chessboard and Multiresolution Segmentation was studied with the creation of new customized
features. The objects were classified using simple Assign Class algorithm that helped in getting familiar
with several functionalities of the eCognition.
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